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Abstract. Distribution of magnetic fields in the quiet-Sun internetwork areas has
been affected by weak polarization (in particular Stokes Q and U) signals. To improve
the signal-to-noise ratio (SNR) of the weak polarization signals, several approaches,
including temporal integrations, have been proposed in the literature. In this study,
we aim to investigate a proper temporal-integration time with which an optimum SNR
maintained physical properties is obtained. We use magnetographs of Zeeman sensi-
tive Fe i 5250.2 Å line recorded by Sunrise/IMaX to determine fraction of areas with
significant polarization signals after temporal integrations with different durations. We
examine several thresholds for the noise level. We also perform simple numerical sim-
ulations to explore the effect of size and lifetime of the magnetic features in obtaining
the proper integration time. We find that the maximum fraction of pixels with real
detectable linear polarization signals in the quiet-Sun internetwork is achieved with
a maximum integration time about 8 minutes. Variation of polarization signals with
integration time is strongly dependent on lifetime and size of magnetic patches. The
temporal integration should be performed with great caution since in the presence of
relatively long-lived magnetic features (such as network patches) SNR increases mono-
tonically by increasing the integration time. This monotonic increase does not nec-
essarily correspond to the internetwork areas where the linear magnetic features are
relatively short-lived.
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1 Introduction

Recent investigations have shown that the quiet-Sun internetwork (IN), which occupies a
large fraction of the solar surface may contain most of the unsigned magnetic flux at any given
time [26], with much of the magnetic flux at the solar surface being in the form of horizontal
fields [20, 19, 9]. The majority of individual magnetic features in these regions have been
found to be small and relatively short-lived [18]. Therefore, only recent high spatial and
temporal resolution observations (i.e., from Hinode and Sunrise) have allowed studying the
distribution of magnetic fields in the IN regions in more detail [21, 19, 24, 25, 2, 28, 7, 17].
It has been shown that only 25% of the IN areas may contain significant polarization signals
(i.e., signals larger than 4.5 times the noise level) of Hinode/SP measurements with an
integration time of 67.2s [23]. Hence, due to the small signal-to-noise ratio (SNR) in Stokes
Q, U , and/or V , the magnetic field strength and orientation in many parts of the IN are
still uncertain. These measurements have often been based on Stokes inversion techniques
that may fail to return correct parameters (such as magnetic field strength or inclination
angle) when the SNR in the linear polarization Stokes profiles is too low ([7, 2, 6]; cf. [17]).

Most controversial is the inclination of magnetic features in the IN. Thus, a pervasive
horizontal field has been reported [20, 24, 19, 14, 23], or an isotropic distribution [2], or
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even a predominantly vertical magnetic field [28]. Borrero et al. [7] have argued that
contamination of Stokes Q, U , and V with photon noise leads to an overestimation of the
horizontal component of the magnetic field. Because in the visible Q and U are generally
weaker than Stokes V and hence are more likely to be swamped by noise. They performed
several Monte Carlo simulations to retrieve through inversions the magnetic vector in pixels
with predefined vertical field. They found that linear polarization signals that are not
sufficiently above the noise caused the inversion code to return too horizontal fields. To
achieve more reliable results, Borrero et al. [8] set up different selection criteria to single
out pixels with high SNR, and found that due to the relative weakness of linear polarization
signals compared to Stokes V , the selection based on only one of the Stokes parameters (i.e.,
where SNR of one of Stokes Q or U or V is larger than 4.5) may lead to a wrong result.
They concluded that inversion codes retrieve the original (pre-defined) magnetic field when
at least one of the linear components (Stokes Q or U) has an SNR of 4.5 or more. The latter
criterion, however, restricts the number of invertible pixels to 5% − 30% of the entire area
for the noise level of σ = 1.0 × 10−3 Ic and σ = 2.8 × 10−4 Ic, respectively.

In their attempt to detect weak linear polarization signals, Lites et al. [19] temporally
integrated the Hinode spectropolarimetric images over 67.2 s. Bellot et al. [4] extended the
temporal integration of quiet-Sun Hinode/SP data to much longer integration times, and
claimed to obtain the highest feasible SNR in the linear polarization signal. They reached an
extremely low photon noise level of 7×10−5 Ic after 25 min integration, which consequently
led them to find that 69% of their quiet-Sun field-of-view (FOV) had at least SNR≈ 4.5
in Stokes Q or U profiles. They also showed that even with an integration time of 10 min
(with less image degradation compared to those with 25 min integration), about 60% of the
internetwork had still a measurable linear polarization signal. In addition, they assumed
that the linear polarization in the rest of the pixels with SNR< 4.5 had to be real, since the
Stokes Q and U in those pixels showed similar appearances in both Fe i 630 nm lines. From
this, they concluded that “the solar internetwork is pervaded by linear polarization signals”.

This is an interesting and to a certain extent also surprising result, since the Sun has
significantly evolved within 25 minutes, or even 10 minutes. Within these times multiple
generations of granules are born, evolve and die, moving magnetic features around. Many
magnetic features in the IN also live less long than these integration times. In particular the
more horizontal magnetic elements, detected in the linear polarization, are short-lived, at
least as seen in photospheric observations [20, 9]. This can conceivably limit the integration
time beyond which the reduction in the noise level in polarization signals is more than offset
by the decrease in polarization signal due to motion-smearing and, in particular, the finite
lifetimes of the magnetic features.

Here we extend the work of Bellot et al. [4] by integrating data recorded by IMaX on
the first flight of Sunrise. These data complement those of Hinode /SP in that they were
obtained by a filter instrument with a larger FOV and higher spatial resolution. The former
property implies improved statistics, the latter a lower cut off in the size and hence possi-
bly flux of magnetic features. In particular, we study the statistical behavior of noise and
polarization signals from both observations and simple simulations. We investigate whether
there is an integration time with which an optimum SNR can be achieved.

In Sect. 2 the data used in this study are described. Our analyses of the observational
data and of the simulations are represented in Sect. 3. The last section is devoted to
discussion and concluding remarks.
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Table 1: Noise level (σ) of used dataset

σQ σU σV σLP σCP

8.3×10−4 1.1×10−3 1.0×10−3 4.9×10−4 5.2×10−4

2 Data

˚

We used a time series of 32 minutes duration acquired by IMaX magnetograph [22] on board
the Sunrise balloon-borne solar observatory [27, 3, 5, 10] on 9 June 2009. The FOV covers
a 50 × 50 arcsec2 of a quiet region near the center of the solar disk. Dataset consists of
58 consecutive frames of all four Stokes parameters of I, Q, U and V , with a cadence of
33 s and a pixel size of 0.055 arcsecs. Each polarization map was taken in five wavelength
positions of ±40, ±80 and 227 mA from the center of line Fe i 5250.2 Å. The first four lie
inside the absorption line while the last one located on a continuum point. The continuum
images are used to estimate the noise level (i.e., the standard deviation of the continuum
image).

The phase diversity reconstruction processing of data, increase the spatial resolution to
0.15 arcsecs that is two times larger than the resolution of non-reconstructed data, with the
expense of increasing the noise by a factor of three [22]. Non-reconstructed (but flat fielded
and corrected for instrumental effects) data with a lower noise are used in this work. To
increase the SNR of polarization signals additionally, we average each of Stokes component
over four wavelengths in the spectral line. It should be noted that total Q, U , V have a half
of the noise of any individual wavelength summarised in Table 1. Also, we form the total
linear polarization signal (LP ) and circular polarization signal (CP ) as follows:

LP =
1

4Ic

4∑
i=1

√
Q2

i + U2
i (1)

CP =
1

4Ic

4∑
i=1

aiVi, (2)

where i runs over the four wavelength positions, a is a vector equals to [1, 1,−1,−1]
[22], and Ic is the local continuum intensity taken from the fifth wavelength position. This
definition of CP avoid any cancelation due to different signs in the blue and red wings of
the absorption line.

3 Analysis

We expect that the SNR of circular and linear polarization signals should increase with
increasing integration time of the data, if the magnetic patches in the quiet-Sun internetwork
were to remain permanent and motionless, then we would expect an ideal increase in the
SNR. For features with a finite lifetime, we expect there to be an ’ideal’ integration time,
i.e., one that leads to the largest increase in SNR. Integration times longer and shorter than
this should lead to smaller enhancements in the SNR. For stationary magnetic features such
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Figure 1: Continuum intensity map (left), linear polarization map (middle) and circular
polarization map of Sunrise/IMaX taken at quiet disk center on 9 June 2009.

an ideal integration time is expected to be comparable with the lifetimes of the magnetic
features.

Horizontal magnetic features, located near the edges of granules, have been found to
be smaller and shorter lived than more vertical magnetic elements that are concentrated in
intergranular areas [19, 14, 9]. For the former a lifetime of 1-10 min is found, with a peak
value at about 100 s [9, 14], while for the latter, a mean lifetime of 673 s [16] is found,
assuming that vertical magnetic features are mostly associated with bright points. These
limited lifetimes may be related to the lifetimes of the granules (of the order of 5-15 minutes;
[1, 29, 13, 9]).

3.1 Temporal integration of Sunrise/IMaX maps

In order to investigate the dependence of noise and the polarization signals on the integration
time, we form the integrated images of IMaX as described in Sect. 2.

We also form the CP and the LP for each integrated map from their corresponding
integrated images at each wavelength position, using Eqs. (2) and (1), respectively. Similarly,
their noise levels are computed as the standard deviation of their integrated continuum
positions. Figure 1 shows example maps of continuum intensity, linear polarization signals
and circular polarization signals of IMaX data which we used in this work.

In Figure 2 variation of some parameters in terms of integration time are demonstrated.
Plotted in Figure 2a, is the variation of rms contrast in the IMaX continuum intensity image.
The values basically correspond to the granulation rms contrast (e.g. [12]). The contrast
decreases through integration due to the proper motion, evolution and finite lifetime of the
granules. It decreases from 8.2% for a single snapshot to 4.2% after integration time of
32 min.

It is important to note that all network patches have been excluded from the FOV prior
to making these plots in the following, since we aim to investigate the polarization signals
of internetwork areas only.

Reduction of the noise levels of Stokes Q, U , and V with the time integration is shown
in Figure 2b (solid black line for Q, dotted blue line for U , and dashed red line for V ).
The noise levels are computed from the standard deviation of the continuum point of the
corresponding Stokes images. After 30 minutes of integration, the noise level reduces to
around 2 × 10−4 − 3.5 × 10−4.
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Figures 2c and 2d are illustrated the fraction of the FOV covered by CP and LP signals
larger than 4.5 times of noise level, versus integration time. From Figure 2c it can be seen
that temporal integration amplifies the coverage of the FOV by significant CP signals for
the first ≈ 5 minutes. For integration longer than this value, the CP coverage saturates at a
relatively low level . 14% of the FOV. The surface coverage of pixels with detectable Stokes
Q or U signals, i.e., these with SNR ≥ 4.5, do not increase monotonically with integration.
An improving behavior is seen for surface coverage of Q or U signals up to an integration
time of about 8 minutes then an overall gently decrease. Finally, it reaches to 2% of the
FOV after 30 minutes integration time.

It is seen that the coverage of Q or U signals saturates at values an order of magnitude
lower than that found by Bellot et al. [4]. Also, it should be noted that the increase in
coverage of FOV by CP signals with temporal integration which not studied by them, is
larger than that of Q or U coverage.

3.2 Temporal integration of synthesized maps

To test the results of the previous section from the observations and also investigate behavior
of the variations of the polarization signals with integration time, we performed several
simple numerical simulations.

3.2.1 Setup

We started by creating 60 blank frames of 500 × 500 pixels2 in size. Each frame would
represent a typical polarization map which could correspond to observational linear polar-
ization image. At first a random noise with a normal distribution with a standard deviation
of 4.9 × 10−4 (The same noise level as observational LP map) is added to all blank frames.

To simulate the linear polarization magnetic features, we created a set of magnetic
patches each characterized by three quantities: size in pixels, lifetime in seconds (or number
of consecutive frames they live) and amplitude. Danilovic et al. [9] found a rate of occur-
rence for the linear polarization magnetic patches equal to 7 × 10−4 s−1 arcsec−2 for the
IMaX images. To reproduce the occurrence rate in our synthetic frames, we added 1048
patches, in total, to the full set of 60 frames (i.e. about 17.5 patches in each frame, on
average).

The distributions of the lifetime and size of the magnetic patches have also been taken
from those obtained by Danilovic et al. [9] (Figures 2a and 2b in their paper). Exponentials
with e-foldings of τT = 92 s for the lifetime and τs = 0.24 arcsec2 for the size were fitted to
the extended tail of their distributions. We use the correlations they obtained between size
(S) and lifetime as well as between the maximum amplitude of linear polarization (LPmax)
and the lifetime of linear patches (T ), implying the following linear relationships:

S [pixel] = 0.66 × T [second] + 11.2, (3)

LPmax [%] = 3.7 × 10−4 × T [second] + 0.15. (4)

Also from Eq. 4, an exponential with e-folding of τLP = 7×10−4 is fitted to the extended
tail of the distribution of LPmax.

3.2.2 Assumptions and simplifications

We assumed a sudden birth and death for each patch with no growth rate, so that each
magnetic patch displays a constant size and amplitude during its lifetime. Also, all the
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Figure 2: a) The rms continuum contrast versus integratin time. b) Noise levels of Stokes
Q (solid black), U (dotted blue) and V (dashed red) as a function of integration time c)
Fraction of field-of-view covered by circular polarization signals CP higher than 4.5 times of
noise levels, versus integration time. d) Fraction of field-of-view covered by Q or U signals
higher than 4.5 times of noise levels versus integration time.

pixels forming the patch surface, have the same amplitude of LPmax. This amplitude is
determined according to the lifetime of the patch (Eq. 4)

In addition, the patches were assumed to be immobile. Thus, a patch appears in a
random frame and stays alive and motionless in the next frames until its lifetime expires.
The spatial motion of (horizontal and/or vertical) magnetic patches in the solar IN has been
studied by several authors [9, 11, 15]. Horizontal motions reduce the statistical amplification
of SNR by temporal integration. By assuming motionless magnetic patches, we determine
an upper limit for SNR achievable by temporal integration of individual frames.

Furthermore, we combined these synthetic frames in the same way as we integrated the
observed IMaX images in Sect 3.1 to explore the fraction al area covered by LP signals for
different integration times.

In order to investigate the influence of individual quantities (i.e., lifetime, size, and LP
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Figure 3: Area coverage of linear polarization signals larger than 4.5σ noise level versus
integration time, for different distributions of lifetime of magnetic patches with different
e-foldings (τT ). All features are assumed to have the same size of 0.1 arcsec2 and the same
LPmax of 18.7× 10−4 (left panel). Movement of peak position (i.e., the amount of optimum
integration time which leads to the maximum area coverage of signals) with variable e-folding
(τT =92 s) of lifetime distribution of patches (right panel).

amplitude) on the results, we simulated images for different distributions of these parameters
(i.e., exponential distributions with different e-foldings). Thus the distribution of one of the
three quantities is variable while the other parameters are left unchanged.

3.2.3 The effect of patch lifetime

To study the effect of lifetime of the magnetic patches on the optimum integration time of
maps, we assume a variable e-folding (τT =92 s) ranging from 0.1τT to 10τT for the lifetime
distributions. All patches are considered to have the same size of 0.1 arcsec2 and same
LPmax = 18.7 × 10−4.

Left panel of Figure 3 represents the fractional coverage of pixels with SNR≥ 4.5 for
different distributions of lifetime. For relatively short-lived patches, the graph mimics the
behavior of the linear polarization component, from the IMaX data (appearance of a peak;
Figure 2d). For these cases, it is also seen that position of the peak (the amount of opti-
mum integration time which leads to a maximum area coverage of signals) shifts towards
shorter integration times with smaller τ (right panel of Figure 3). Figure 3 (right) display
dependence of peak position to the lifetime distribution of patches. For long-lived patches,
it resembles the Figure 2c, i.e., the variation of significant signal coverage of CP with inte-
gration time.

3.2.4 The effect of patch size

Figure 4 (left panel) illustrates the effect of the size of the magnetic patches on the results.
Variable e-foldings (τs = 0.24 arcsec2) between 0.1τs to 10τs are considered for the size of
magnetic patches while a constant lifetime of 100 s and a constant LPmax = 18.7×10−4 are
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Figure 4: Same as Figure 3, but for different distribution of size of magnetic patches with
different e-foldings of τS . Constant values for the lifetime and LPmax equal to 100 s and
18.7 × 10−4 are respectively assumed for all patches (left panel). Same as Figure 3, but for
different distributions of LPmax of magnetic patches with different e-foldings of τLP . Both
sizes and lifetimes of the patches are assumed unchanged equal to 100 s and 0.1 arcsec2,
respectively (right panel).

assumed. It is seen in Figure 4 (left panel) that curves get shallower on the left side of the
peak for larger magnetic patches and drop slower, since larger patches more likely overlap
each others. The larger the patches, the more monotonic the behavior of the variation of
coverage of the FOV with detectable signal versus integration time are exhibited.

3.2.5 The effect of patch amplitude

In order to study the effect of different amplitudes of the magnetic patches, simulations
for patches with constant size and lifetime of 0.1arcsec2 and 100 s, respectively, but with
variable e-foldings (τLP = 4.5 × 10−4) ranging from 0.1τLP to 10τLP , are performed (right
panel of Figure 4).

From Figures 4, it is seen that finite lifetime of the patches, restricts the enough integra-
tion of the images to achieve the best SNR. Even for very large patches, integration seems
to be effective till a finite time. Further integration leads to be seen an unchanged value or
very slowly increasing behavior for the SNR.

Finally we provide a simulation for the case that all the three parameters (i.e., size,
lifetime, and LPmax) differ for different patches (i.e., each has an exponential distribution
with e-folding of τs, τT and τLP respectively.) and are coupled via equations 3 and 4 (see
Figure 5).

4 Conclusions

Motivated by earlier work [19, 4], we have investigated a proper temporal-integration of the
polarization signals with which an optimum SNR could be obtained. We used time-series
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Figure 5: Fraction of the area covered by signals larger than 4.5σ noise level as a function
of integration time, for synthesized polarization maps. Exponential with e-folding of τT , τS
and τLP are assumed for distribution of lifetime, size, and amplitude of the patches. Each
of these three parameters are coupled together via the Eqs. 3, 4.

.

of Stokes parameters from Sunrise/IMaX to investigate the behavior of variation of SNR
improvement with integration time.

We found that the fraction of area with a detectable linear polarization signal (i.e., when
SNR≥ 4.5) increases by increasing the temporal-integration time up to about 8 minutes (see
Figure 2d). This variation is, however, different for the circular polarization signal. For CP ,
the fraction of FOV with SNR≥ 4.5 shows a rapid increase up to 3 minutes integration, then
it continues to increase with integration time up to about 8 minutes. After that, it basically
saturates.

Danilovic et al. [9] have detected 4536 temporal magnetic features, appearing and dis-
appearing in about 2000 arc second square in 30 minutes. The lifetime distribution of their
linear magnetic features peaks at 100 s with an extended tail that can be fitted with expo-
nential. From their Figure 2a, we estimated a mean lifetime of 92 s for the linearly polarized
features. Visual inspection of the images of the linear and circular polarization shows that
actually there are a few large and long life magnetic features which make the constant tail
of the circular polarization plot in Figure 2, although the major contribution to those pixels
with linear polarization above 4.5 σ coming from short-lived patches.

Statistically, a signal that is submerged in the noise can be extracted and detected after
a long-enough temporal integration (as long as the signal exists). This is because that the
signal amplification is proportional to integration time which is much faster than that of the
noise which grows proportional to square root of integration time (for photon noise). For a
static and long-lived (or permanent) magnetic patch, a very large SNR improvement can be
achieved (i.e., with a long temporal integration comparable to the feature’s lifetime). The
SNR of a short-lived feature may, however, be improved up to a temporal integration whose
length is given by the feature’s lifetime. Further integration reduces the SNR again. (see
Figure 2d).

We also explored the variations of coverage of detectable signals with integration time
with the help of a simple numerical simulation. This clarified that the behavior of the
variations strongly depended on lifetime and size of the magnetic features. As evidenced
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in Figures 3 and 4, the curves do not show any peak (corresponding to an integration time
with optimum SNR) when relatively long-lived or relatively large magnetic patches exist in
the FOV. Therefore, the existence of relatively large and long-lived magnetic patches in the
FOV, that are mostly corresponded to the network elements (for the linear polarizations)
results in an apparent monotonic improvement of the amount of detectable signals that do
not necessarily represent the improvement of all signals in the FOV. In particular, such an
improvement does not correspond to the relatively small and short-lived linear magnetic
patches in internetwork areas. The maximum temporal-integration time of ≈ 8 minutes
determined from the Sunrise/IMaX observations agrees with those from our numerical
simulations .

The results of our simulations may explain Figure 2 of the paper by Bellot et al. [4],
where coverage of the significant linear signals monotonically increase with integration time.
This could be due to the presence of large and long-lived magnetic patches in the FOV of
their observations (see Figure 4 of their paper). In addition, we found a similar monotonic
curve for the CP from the same dataset as they used in their study (but with much steeper
increase and much larger SNR improvement, compared to the one for the LP in Figure 2
of their paper). Therefore, only based on such monotonic increases of LP and CP with
integration time, the same statement as for the LP (i.e. pervaded horizontal field in the IN)
could be also valid, even stronger, for the CP variation.

Summarizing, we conclude that temporal integration of polarization signals can indeed
improve the SNR. However, the maximum allowed integration time is strongly limited to the
lifetime and size of the magnetic features and also to the dynamical time-scale of the solar
granules on the solar surface. Longer integration times would misinterpret the data, since
the apparent SNR improvement could be due to, e.g. few longer-lived magnetic patches in
the FOV, and not to smaller features.
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